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1. Let xi be drwan from some distribution g(x), such that 〈x〉 = x̄ and 〈x2〉c = σ2 are finite. Let

X =
∑n

i=1 xi. Show that

(a)〈X〉 = nx̄, 〈X2〉 = nσ2

(b) Show that for X .
√
nσ, P (x) =

exp

(
−X−nx̄

2nσ2

)
√
2πnσ2

Hint: Find the generating function Z(k) = 〈eikX〉

(C) Large deviation: For X �
√
nσ, the Gaussian form is not a good approximation. Show that

we then have the form P (X) ∼ enF
(
X
n

)
, where F (ζ) is the large deviation function. Also show that

for random walk, F (ζ) = −1
2(1 + ζ) ln(1 + ζ)− 1

2(1− ζ) ln(1− ζ).

2. For the continuous time random walk, the equation for the probability P (X, t) follows

∂tP (X, t) = αP (X − 1, t) + βP (X + 1, t)− (α+ β)P (X, t)

(a) For the case α = 1 = β and X ∈ Z, find the solution of this equation (closed form) P (X, t).

(b) Compare with the solution of the quantum walk

ι∂tψ(X, t) = ψ(X − 1, t) + ψ(X + 1, t)− 2ψ(X, t)

(c) Plot the evolution with time (i) P (X, t) vs X for different times, (ii) PQ(X, t) = |ψ(X, t)|2 vs

X for different times.

(d) Find the analytical solution for α 6= β and again plot the above quantities at different times.

(e) Simulate the continuous time random walk on your computer and (i) Plot the individual tra-
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jectories and (ii) Plot P (X, t) vs X and compare with the analytical results.

(f) Is it possible to write a biased quantum walk?

3. The continuous time random walk time evolution equation can be written in this form

∂t|P 〉 = W |P 〉 (1)

where |P 〉 is the probability vector and W is the transition rate matrix.

(a) For a periodic lattice with L sites, find the spectrum of W , i.e. the eigenvalues λs, right

eigenvectors 〈X|φs〉 and left eigenvectors 〈χs|X〉.

(b) Write the general solution 〈X|P (t)〉 = P (X, t) as an expansion of the eigenvectors.

(c) Show that the steady state is

P (X, t→∞) = Pss(X) =
1

L

and that the time to reach the steady state is τ ∼ L2.

4. For a random walk starting from the origin in a d dimensional hypercubic lattice, the mean number

of visits to the origin is given by

Md =
1

(2π)d

∫ π

−π
· · ·
∫ π

−π
ddθ

1

1− 1
d

∑d
j=1 cos θj

(a) Show that Md =∞ for d = 1, 2 and Md = finite for d = 3.

(b) Can you relate the mean number of visits to the origin to the probability to return to the origin.

NOTE that the probability to return to the origin at time t is NOT given by P (X = 0, t).
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