
Abhishek Kumar 
(ex-GDM,Amazon)

Ali Tajer
    (RPI)

Emre Acarturk
     (RPI)

Burak Varici
    (CMU)

Learning Causal 
World Models from 
Acting and Seeing 
using score functionsB. Varici, E. Acartürk, K.Shanmugam, A. 

Kumar, A. Tajer  Score-based Causal 
Representation Learning: Linear and 
General Transformations (JMLR 2025). 

Karthikeyan 
Shanmugam 

Speaker: Karthikeyan Shanmugam, Google Deepmind

https://openreview.net/profile?id=~Emre_Acart%C3%BCrk1
https://openreview.net/profile?id=~Karthikeyan_Shanmugam1
https://openreview.net/profile?id=~Ali_Tajer1
https://arxiv.org/abs/2402.00849
https://arxiv.org/abs/2402.00849
https://arxiv.org/abs/2402.00849


Outline

● Causal representation learning - Learn representations that capture 
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● Causal representation learning - Learn representations that capture 
cause-effect relationships behind the perceptual data u see

● Key Idea: Score Functions used in Diffusion and connections to CRL

● Our results: Linear and Non-Linear Transforms 



Motivating Position Paper



Causal Representation Learning: Motivations

● Gene regulatory mechanisms -> Gene Expression Data captured as 
images

Moran, Aragam. Towards Interpretable Deep Generative Models 
via Causal Representation Learning. arxiv:2504.11609

https://arxiv.org/pdf/2504.11609


Causal Representation Learning: Motivations

● Robotics: Joints are causally related -> image of robot from camera

Positions of 
various Joints

Figure: Camera-to-Robot Pose Estimation from a Single Image ICRA 2020



Challenge: Inferring Latent Causal variables from Data
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Goal: To invert this unknown 
transformation



Challenge: Inferring Latent Causal variables from Data

Positions of 
various Joints

Unknown 
Transformation
       

Figure: Camera-to-Robot Pose Estimation from a Single Image ICRA 2020

Causal Variables exhibit sparse changes upon intervention + Conditional Independencies

● Intervention on the shoulder motor changes only the Shoulder -> Elbow 
relationship.

● Variables are not completely independent 

Goal: To invert this unknown 
transformation



Problem Setting

Figure: Towards Causal Representation Learning, Scholkopf et. al. 2021.

Transformation
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(diffeomorphism)

Image

How can you invert g ?

Causal Vars z

Obs x



Disentanglement : Story so far ….. 
[before 2023]

Disentanglement focuses on forcing
independence in latent dimensions
[DIP-VAE[2017], beta-VAE [2016], InfoGAN[2016]...]

ICA - Conditioning on a common cause renders 
latents independent
[Hyvarinen et. al. 2019, Khemakhem et. al. 2019] 
(+ other specific independence models)

Transformation

Transformation

Image 
SpaceLatent 

Space

Image 
Space

Latent 
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Primarily independent or conditionally independent variables



Why is CRL hard with only one distribution ?



Interventional Data is needed
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Inference and Data Generation

Multiple intervention on latent space

Observations only from X space.

How do you learn the inverting 
transformation ?



Provably correct tractable algorithms or differentiable loss functions



Transformation Causal Model Identifiability of 
Transformation

Identifiability of 
Graph

1-1 Non Linear 
Transform

Arbitrary Upto monotonic 
coord. transform 

Perfect ID

Interventions

2 Hard/node

Our Contributions

Varici et. al. “General Identifiability and Achievability for 
Causal Representation Learning” AISTATS 2024

Differentiable regularizer on Autoencoders
whose global optima provably achieves the ID result
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https://openreview.net/forum?id=XL9aaXl0u6 NeurIPS 2024Sample Complexity Results

https://openreview.net/forum?id=XL9aaXl0u6


Score Function of distribution p(z) (used in diffusion)

Song & Ermon 2019. Generative Modeling by Estimating Gradients of the 
Data Distribution

Score Functions



Score Differences in true latent space are sparse



Hard interventions have a sparser score imprint



Inference and Data Generation



Our result for Non Linear Transforms

Main Result

Varici et. al. “General Identifiability and Achievability for Causal 
Representation Learning” AISTATS 2024



Partial identifiability if only some nodes are intervened

JMLR 2025 
https://jmlr.org/papers/volume26/24-0194/24-0194.pdf

https://jmlr.org/papers/volume26/24-0194/24-0194.pdf


Differentiable Alg: Regularized Autoencoder Training 

AE 
reconstru
ction
loss



Score difference in some arbitrary latent space 



Differentiable Alg: Regularized Autoencoder Training 

AE 
reconstruction
loss



Proof Sketch: 
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Our result: Linear Transforms

= G
x ZX

Score differences are linearly related

n x 1 d x 1



Our result: Linear Transforms



Our result: Linear Transforms and soft interventions

Covariance matrices of score difference



Our result: Linear Transforms and soft interventions

Covariance matrices of score difference

Guess for the i-th row of the decoder(X): y ~ Unif over Sphere

is non-zero in i, pa(i) coordinates



Our result: Linear Transforms and soft interventions

Covariance matrices of score difference

Guess for the i-th row of the decoder(X): y ~ Unif over Sphere

is non-zero in i, pa(i) coordinates

Partial Disentanglement



Our result: Linear Transforms and Soft Interventions

Estimate a graph using non zero score differences of the new estimate 

Ancestral graph of this graph = Ancestral graph of the true graph

Estimate the Ancestral Graph and 
A representation that mixes every variable only with its parents



Our result: Linear Transforms and Hard Interventions



Further Results: Linear Transforms 
Linear Transforms + Non-linear causal models “of sufficient complexity”

● Under soft interventions, can recover the DAG structure and obtain evern 
sparser disentanglement - mixing upto a specific subset of parents.

              Score-based Causal Representation Learning: Linear and General Transformations (JMLR 2025) 

https://arxiv.org/abs/2402.00849
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Sample Complexity of Linear Transform Case
● “Sample Complexity of Interventional Causal Representation Learning”, 

 Emre Acartürk, Burak Varıcı, Karthikeyan Shanmugam, Ali Tajer, NeurIPS 2024.

Linear Transforms: When Interventions are unknown and on multiple nodes at once
● “Linear Causal Representation Learning from Unknown Multi-node Interventions”,  

  Burak Varıcı, Emre Acartürk, Karthikeyan Shanmugam, Ali Tajer, NeurIPS 2024.
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Linear Transforms: Unknown multi node interventions 



Linear Transforms: Score combinations in latent space

is the score function of distribution when only 3rd 
node was intervened



 is the score of interventional distribution with only 
3rd node intervened in the ambient space !!

Linear Transforms: Score combinations in ambient space space



Linear Transforms: Unknown multi node interventions 

Need an intervention set where all atomic interventions can be recovered



Synthetic Data Results: General Transforms 

Transform = Tanh activated 1-hidden layer NN
MCC - maximum correlation coefficient 
SSM - Sliced Score Matching is used to estimate scores



Synthetic Data Results: Linear Transforms 



Simplistic Image Datasets: Image rendering = Transformation



Conclusions and Future Work
● Presented a differentiable algorithm with guarantees for CRL with general 

transforms

● Currently ccaling score based regularizers to large scale setups - robot 
simulators 

● Future Work:
○  Extend our framework by looking at action data from a single long 

trajectory

○ Can score difference estimation in ambient space be done efficiently 
?
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